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Review Article

IntroductIon

Cardiovascular disease is a group of diseases that indicates 
in the heart or arteries.[1,2] Heart disease includes a variety of 
conditions, including congenital diseases, coronary heart disease, 
and rheumatoid arthritis.[3] The World Health Organization has 
identified coronary heart disease as the most common type of 
cardiovascular disease.[4] Coronary heart disease is caused by 
the accumulation of platelets in the coronary arteries.[5] The 
definitive diagnosis of this disease is when the stenosis of at 
least, one of the coronary arteries is >50%.[6] According to 
the World Health Organization, coronary heart disease has 
remained in the top 10 causes of death in the world for the 
past 15 years.[7] According to statistics, >17 million of deaths 
worldwide are due to the disease.[8] Various methods such as 
coronary angiography and cardiac catheterization are known 
as standard methods for assessing the presence of coronary 
heart disease, but these methods are invasive and expensive.[5] 
Therefore, the use of noninvasive and low‑cost methods such 
as data mining techniques for early detection of this disease has 
been considered by many researchers.[1,9] Medical data contain 

valuable information that can be a good source of knowledge. 
The volume of this data is increasing day by day, and physicians 
can obtain usable information about diseases from this volume 
of data. Data mining is one of the evolving sciences that have 
proven its place in all fields in recent years; in such a way that 
its growth is increasing compared to other superior sciences. 
The collaboration of computer and medical experts offers a 
new solution in analyzing medical data and obtaining useful 
and practical models, which is the same as medical data mining. 
Mazaheri developed a data‑driven model for predicting heart 
disease. The best results were obtained from tree classification 
and regression algorithms. Values of 2.89% for the overall 
average accuracy of the model, 2.59% for accuracy, 6.81% for 
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specificity, and 2.77% for sensitivity by the tree classification 
and regression algorithm indicate that the generated tree can 
provide comprehensive rules for predicting the status of future 
patients.[10] Dutta et al. presented a torsional neural network 
model with the aim of predicting the indication of coronary 
heart disease. The model was compared with support vector 
machine (SVM) and random forest (RF). The accuracy of the 
model was 79.5% and had a higher accuracy than the other 
methods. Furthermore, the torsional neural network model had 
better sensitivity, specificity, and the area under the curve.[11] 
Many studies have used various data mining techniques to 
predict coronary heart disease under different conditions, and 
each of these techniques has used one or two data mining 
techniques independently or in comparison with each other. 
Taking into account the importance of predicting coronary heart 
disease, researchers in this study assess all studies have used 
data mining techniques to predict coronary heart disease, search, 
study, and analysis, and finally put a scientific framework to do 
future research in this field.

MaterIals and Methods

This study considers studies published in English between 2001 
and 2021 that use classification methods to predict coronary 
heart disease. Databases such as ScienceDirect, Web of 
Science, and Scopurs are considered [Table 1]. Table 1 shows 
the number of studies published between 2001 and 2021 in 
the listed databases.

Search strategy
In terms of keywords and the list of synonyms, a combination 
of keywords and synonyms is searched based on Boolean 
logic (OR). The results are combined and searched 
using Boolean logic (AND). These searches utilized 
keywords including (Coronary artery disease) AND 
(Diagnosis OR Prediction) AND (Data mining).

Inclusion criteria
Studies in English between 2001 and 2021 using classification 
techniques to predict coronary heart disease are included.

Exclusion criteria
Studies that are not in English are not considered. In addition, 
studies that have used text mining techniques to predict 
coronary heart disease are excluded.

Selection of studies
Duplicate records are removed first, and then, the title and 
abstract of the remaining studies are considered based on 

Table 1: The number of records in each database

Database The number of records
PubMed 87
Web of Science 39
ScienceDirect 69
Scopus 153
Total 348

input and output criteria. Unrelated studies were excluded in 
terms of title and abstract. Then, the full text of the articles 
was considered. Then, among the remaining articles, the 
articles whose full text was not related were deleted. Finally, 
the available articles were considered.

Data extraction and classification
Information on authors’ names, year of publication, data set, 
risk factors and techniques used, and evaluation criteria for 
each technique were extracted from the studies. The factors 
extracted by the researchers were then analyzed. 348 studies 
were retrieved after the initial search. Finally, 20 cases had the 
necessary criteria to enter this study. Table 1 shows the number 
of initial studies retrieved from each database. Thirty‑four 
duplicate studies were excluded. The available studies (314) 
were reviewed and evaluated based on the title and abstract, and 
278 studies that did not meet the inclusion criteria (their title 
and purpose did not meet the criteria of this study) were left out. 
After assessing the full text of the remaining studies (36 cases), 
16 studies did not qualify for this study and were deleted, and 
finally, 20 studies were selected and used [Figure 1].

results

Kolukisa et al. have used a combination of various machine 
learning algorithms to predict coronary heart disease. In 
this study, techniques such as k‑Nearest Neighbor (KNN), 
logistic regression, and SVM were tested in two datasets. 
The results showed that the SVM algorithm with 83.43% and 
88.38% accuracy in both datasets performed better than other 
algorithms.[12] Dutta et al. presented a Convolutional Neural 
Network (CNN) model with the aim of predicting the occurrence 
of coronary heart disease. In this study, other machine learning 
methods, such as SVM and RF, were compared with the 
proposed CNN model. The accuracy of the proposed model 
was 79.5% and had a higher accuracy than the RF and SVM. 
Furthermore, the CNN model had better sensitivity and 
specificity and the area under the curve.[11] Ayatollahi et al. used 
Artificial Neural Network (ANN) and SVM to predict coronary 
heart disease. The results showed that the SVM algorithm with 
92.32% sensitivity and 74.42% specificity performed better 

Electronic Database Searches:
Scopus, PubMed, Web of Science,

Science Direct (n = 348)

Duplicate Values
(n = 34)

Title / Abstract Excluded
(n = 278)

Full Text Studies Excluded
(n = 16)

Records after Duplicates Removed
(n = 314)

Records after Title / Abstract Excluded 
(n = 36)

Final Studies (n = 20)

Figure 1: Strategy for extraction of the studies
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than the ANN. Since the area under the ROC curve in the 
SVM algorithm was more than this area in the ANN model, 
it can be concluded that the SVM model is more accurate 
than the ANN model.[13] Velusamy and Ramasamy proposed 
a new heterogeneous ensemble method combining three 
base classifiers, KNN, RF, and SVM for effective diagnosis 
of coronary heart disease. The results of the base classifiers 
were combined using an ensemble voting technique based 
on average‑voting (AVEn), majority‑voting (MVEn), and 
weighted‑average voting (WAVEn) to predict coronary heart 
disease. The proposed ensemble algorithm was evaluated 
using Z‑Alizadeh Sani dataset. The result analysis showed 
that the WAVEn algorithm achieved 98.97%, 100%, 96.3%, 
and 98.3% accuracy, sensitivity, specificity, and accuracy, 
respectively, for the main data set. The WAVEn algorithm 
applied to the balanced dataset achieves 100% accuracy, 
sensitivity, specificity, and accuracy in diagnosing coronary 
heart disease. From the author’s point of view, the accuracy 
obtained by WAVEn is the highest accuracy compared to the 
advanced algorithms in studies for the original and balanced 
data set.[14] Joloudari et al. conducted a study with the aim of 
increasing the accuracy in diagnosing coronary heart disease 
by selecting significant predictive features in order of their 
ranking. In this study, an integrated method using machine 
learning was proposed. The techniques of random trees (RTs), 
decision tree of C5.0, SVM, and decision tree of Chi‑squared 
automatic interaction detection were used in this study. The 
results showed that the RT model with 40 important features 
and 91.47% accuracy had better performance than other 
classification models. Another achievement of this study was 
the important rules extracted for the diagnosis of coronary 
heart disease using a RT model.[3] Abdar et al. described an 
innovative machine learning method for accurately diagnosing 
coronary heart disease. In this study, ten traditional machine 
learning algorithms were tested on the Z‑Alizadeh Sani dataset, 
and then, three types of SVC (C‑SVC), NuSVM (nu‑SVC), 
and LinSVM with the best performance were used in the rest 
of the study. The results showed that the proposed method 
increased the performance of all traditional machine learning 
algorithms used in this study. The accuracy obtained for SVC 
algorithm was 92%, for LinSVM algorithm was 93%, and 
for nuSVM algorithm was 92%. The study also introduced a 
new optimization method called N2Genetic optimizer (a new 
genetic training). Experiments showed that N2Genetic‑nuSVM 
method achieved 93.08% accuracy and F1 score 91.51%.[15] 
Haruna et al. used an improved data mining algorithm C4.5 to 
diagnose coronary heart disease. Performance evaluation of the 
improved algorithm was performed against the traditional C4.5 
algorithm. As a result, the improved data mining algorithm 
C4.5 showed better performance with 97.23% overall accuracy, 
97.03% specificity, and 96.39% sensitivity.[16]

According to the results of the mentioned researches, data 
mining techniques are suitable tools for predicting heart 
diseases and can help health policymakers in developing 
preventive programs.

After searching, screening, and evaluation during the 
systematic review, eventually, the final analysis was performed 
on 20 articles. Findings were presented in five sections: 
risk factors, datasets, data mining techniques used, best 
performance of techniques in terms of accuracy, sensitivity, 
specificity, and area under the curve, as well as the criteria used 
for measuring the performance of the algorithms.

In total, after a critical review of the articles, 20 articles in the 
field of data mining on coronary heart disease were obtained, 
all of which were in English.

According to Table 2, among the 8 datasets used in these 
studies, Z‑Alizadeh Sani dataset (10 studies) and Cleveland 
Heart dataset (5 studies) had the highest frequency. The other 
datasets were each used in only one study.

The results of the studies on data mining techniques used in 
these studies are also presented in Table 2. According to these 
studies, a total of 30 techniques were used in these studies. 
SVM (6 studies) and naïve Bayes (4 studies) data mining 
techniques had the highest frequency. Data mining techniques 
PSO, Neural Network, SMO, and MLP were each used in three 
studies. Most data mining techniques (18 cases) had the lowest 
frequency and each of them was used in one study.

Table 2 also shows the criteria used to measure the performance 
of algorithms in studies and their frequency percentage. 
Accuracy (16 studies) with 80% frequency had the highest 
use in studies. Sensitivity and specificity (13 studies each) 
with 65% frequency were used in studies. Furthermore, the 
area under the curve (4 studies) with 20% frequency had the 
lowest use in studies.

According to Table 3, a total of 63 risk factors related to 
coronary heart disease were considered in the studies. Among 
the risk factors associated with coronary heart disease, the 
features of age (17 studies), blood pressure (17 studies), 
gender (16 studies), diabetes (16 studies), chest pain 
(16 studies), and smoking (15 studies), respectively, had the 
highest frequency in these studies.

On the other hand, features such as length of hospital stay 
(1 study), recovery time (1 study), and treadmill score (1 study) 
had the lowest frequency.

The above factors can be classified into four categories 
including demographic features, symptom and examination 
features, electrocardiographic features, and experimental and 
echocardiographic features.

The results for the number of best‑performing data mining 
techniques in terms of the accuracy, sensitivity, specificity, 
and area under the curve are given in Table 4. Among the 
studies, naive Bayes technique (4 cases) and SVM, and 
SMO techniques (3 cases each) had the highest number of 
best performances for the sensitivity and specificity. SVM, 
and naïve Bayes techniques (4 cases each) and PSO, Neural 
Network, and SMO techniques (3 cases each) had the highest 
number of best performances for the accuracy. KNN, SVM, 
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and RF techniques (2 each) had the highest number of best 
performances for the area under the curve.

dIscussIon

A review of data mining studies on coronary artery disease 
information found that 85% of these studies considered 
age as a risk factor. With age, the risk of cardiovascular 
disease increases throughout a person’s life. Age is currently 
considered an independent risk factor for assessing the risk of 
cardiovascular disease.[32,33]

Studies have also shown that gender, with a frequency of 
80%, is the second most important risk factor in studies 
related to coronary heart disease. In a study to investigate the 
presence or absence of gender differences in the management 
of risk factors for coronary heart disease, the results showed 
that risk factor management for secondary prevention of 
coronary heart disease was generally worse in women than 
in men.[34] In other studies, the results showed that gender is 
effective in the prevalence and mortality of coronary heart 
disease.[35‑38]

Table 2: Articles information

Authors Year Technique Dataset Criteria
Velusamy and 
Ramasamy[14]

2021 KNN, SVM, random forest, 
WAVEn

Z‑Alizadeh Sani dataset Accuracy, sensitivity, 
specificity, AUC

Shahid and Singh[17] 2020 PSO‑NFIS, PSO‑EmNN Z‑Alizadeh Sani dataset Accuracy, sensitivity, 
specificity

Joloudari et al.[3] 2020 RTs, C5.0, SVM, CHAID Z‑Alizadeh Sani dataset AUC
Shahid et al.[18] 2020 PSO‑ELM, NN‑GA Z‑Alizadeh Sani dataset Accuracy
Ricciardi et al.[19] 2020 LDA, LDA‑PCA Department of Advanced Biomedical 

Sciences, University Hospital Federico 
II of Naples, between 2004 and 2017

Accuracy, sensitivity, 
specificity

Zomorodi‑
Moghadam et al.[20]

2019 Hybrid PSO Z‑Alizadeh Sani dataset Accuracy, sensitivity, 
specificity

Abdar et al.[21] 2019 nuSVM, LinSVM, SVC Z‑Alizadeh Sani dataset Accuracy
Subramaniam and 
Mylswamy[22]

2019 SMO, naïve Bayes, NN, 
bagging SMO

Z‑Alizadeh Sani dataset Accuracy, sensitivity, 
specificity

Ayatollahi et al.[13] 2019 ANN, SVM AJA University of Medical Sciences Sensitivity, specificity
Haruna et al.[16] 2019 C4.5 Murtala Muhammad General Hospital 

and Abdullahi Wase General Hospitals 
in Kano State

Accuracy, sensitivity, 
specificity

Kolukisa et al.[23] 2019 Naïve Bayes, random forest, 
KNN, MLP

Cleveland heart dataset Accuracy, sensitivity, 
specificity, AUC

Abdar et al.[15] 2019 J48, Bloom Filter tree, 
Reduced Error Pruning
Tree, and adaptive Naïve 
Bayes tree. A multi filtering 
approach

Z‑Alizadeh Sani dataset Accuracy

Normawati and 
Winarti[24]

2018 VPRS, RIPPER Cleveland heart dataset Accuracy, sensitivity, 
specificity

Dhanaseelan and 
Jeya Sutha[25]

2018 HCFI, predictive Apriori UCI
Cleveland heart dataset

‑

Davari Dolatabadi 
et al.[26]

2017 SVM Long‑term ST database Accuracy, sensitivity, 
specificity

Noreen et al.[27] 2016 MLP, MLR, FURIA, C4.5 IGMC data Cleveland heart data set Accuracy
Verma et al.[28] 2016 SVM, K‑means clustering UCI

Cleveland heart data
Accuracy

Alizadehsani et al.[29] 2013 SMO, naïve Bayes, Bagging, 
NN

Z‑Alizadeh Sani data set Accuracy, sensitivity, 
specificity

Alizadehsani et al.[30] 2012 Naïve Bayes, SMO, Ensemble Z‑Alizadeh Sani data set Accuracy, sensitivity, 
specificity

Kurt et al.[31] 2008 LR, regression tree, MLP, RBF, 
SOFM

Cardiology Clinic of Trakya University 
Medical Faculty in Turkey between 
January 2002 and February 2003

Sensitivity, 
specificity, AUC

KNN: K‑nearest neighbor, LR: Logistic regression, SVM: Support vector machine, AUC: Area under the curve, PSO‑NFIS: Particle swarm optimization‑neuro 
‑fuzzy inference system, PSO‑EmNN: PSO based emotional neural network, PSO‑ELM: PSO‑extreme learning machine, NN‑GA: Neural network‑genetic 
algorithm, LDA: Linear discriminant analysis, LDA‑PCA: LDA‑principal component analysis, SVC: Support vector classifier, ANN: Artificial NN, 
MLR: Multinomial LR, WAVEn:  Weighted Average Voting Ensemble, CHAID: Chi‑square Automatic Interaction Detection, SMO : Sequential Minimal 
Optimization, MLP: Multi‑layer Perceptron, HCFI: Hash table based Closed  Frequent Itemsets, FURIA: Fuzzy Unordered Rule Induction Algorithm, VPRS: 
Variable Precision Rough Set,  RIPPER: Repeated Incremental Pruning to Produce Error Reduction, UCI: University of California, Irvine repository for the 
machine learning, SOFM: Self‑Organizing Feature Map, RBF: Radial Basis Function

[Downloaded free from http://www.ijehe.org on Monday, January 16, 2023, IP: 5.238.148.28]



Saeedbakh, et al.: Data mining in predicting coronary heart disease

International Journal of Environmental Health Engineering ¦ 2021 5

Another important risk factor in the results of this study was 
the blood pressure factor with a frequency of 85%. High blood 
pressure is a major controllable risk factor for all clinical 
manifestations of coronary heart disease.[39] An overview of 
randomized controlled trials and prospective observational 
studies provides the most reliable data on the association 
between high blood pressure and coronary heart disease. The 
overall evidence suggests a strong association between blood 
pressure and coronary heart disease.[40]

In this study, the risk factor for diabetes with a frequency 
of 80% was another important factor. Diabetes mellitus is 
associated with an increased risk of cardiovascular death and a 
higher incidence of cardiovascular disease, including coronary 
artery disease.[41] Diabetes has been specifically described as 
a cardiovascular risk factor in developed countries. In the 
Framingham study, the incidence of cardiovascular disease 
in diabetic men was twice as high as in nondiabetic men, and 
similarly, in diabetic women, it was three times higher than in 
nondiabetic women.[42]

In this study, chest pain with a frequency of 80% was 
another important risk factor. Chest pain, which is a common 
complaint in all health‑care settings, is one of the causes of 
coronary heart disease.[43] Chest pain raises concerns about 
the development of a serious illness such as coronary heart 
disease.[44] Cardiovascular risk factors and a history of chest 
pain are associated with coronary heart disease and have been 
extensively studied.[45]

Another risk factor with a 75% frequency is smoking. Smoking 
has been well established as a risk factor for coronary heart 
disease and peripheral vascular disease.[46]

In general, studies show that many environmental characteristics 
have a significant impact on the risk, progression, and severity 
of cardiovascular disease. Evidence supports the notion that 
ecological features such as daily cycles of light and day, sun 
exposure, seasons, and geographical features of the natural 
environment are important determinants of cardiovascular 
health. In highly developed societies, the effect of the natural 

Table 3: Frequency of risk factors

Risk factor Frequency (%)
Age 17 (85)
Blood pressure 17 (85)
Chest pain 16 (80)
Diabetes mellitus 16 (80)
Sex 16 (80)
Smoking 15 (75)
BMI 13 (65)
Family history 13 (65)
High density lipoprotein 13 (65)
Hyper tension 13 (65)
T inversion 13 (65)
Fasting blood sugar 12 (60)
Low density lipoprotein 12 (60)
Triglyceride 12 (60)
Dyspnea 11 (55)
Ejection fraction 11 (55)
Erythrocyte sedimentation rate 11 (55)
Hemoglobin 11 (55)
Obesity 11 (55)
Potassium 11 (55)
Pulse rate 11 (55)
Region RWMA 11 (55)
ST elevation 11 (55)
Weight 11 (55)
Airway disease 10 (50)
Blood urea nitrogen 10 (50)
Cerebrovascular accident 10 (50)
Chronic renal failure 10 (50)
Congestive heart failure 10 (50)
Creatine 10 (50)
Diastolic murmur 10 (50)
Dyslipidemia 10 (50)
Edema 10 (50)
Function class 10 (50)
Left ventricular hypertrophy 10 (50)
Low threshold angina 10 (40)
Lymphocyte 10 (50)
Neutrophil 10 (50)
Platelet 10 (50)
Sodium 10 (50)
Systolic murmur 10 (50)
Thyroid disease 10 (50)
Valvular heart disease 10 (50)
Weak peripheral pulse lung rales 10 (50)
White blood cell 10 (50)
Poor R‑wave progression 9 (45)
Q‑wave 9 (45)
ST depression 9 (45)
Electrocardiography rhythm 7 (35)
Cholesterol 6 (30)
Atrial fibrillation 3 (15)
Rhythm sin 3 (15)
Thalach: Maximum heart rate 3 (15)

Table 3: Contd...

Risk factor Frequency (%)
Ca: Number of fluoroscopy colored 
major vessels

2 (10)

Exang: Highlights existence of 
exercise‑induced angina

2 (10)

Glucose 2 (10)
Restecg: Electrocardiographic results 2 (10)
Resting 2 (10)
Slope: The slope characteristics of the 
peak exercise ST segment

2 (10)

Thal: Heart status 2 (10)
Duke tread mill score 1 (5)
Duration recovery 1 (5)
Length of hospitalization 1 (5)
BMI: Body mass index, RWMA: Regional wall motion abnormalities

Contd...
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environment is balanced by the physical characteristics of social 
environments such as the built environment and pollution, as 
well as by socioeconomic status and social networks. These 
features of the social environment alter lifestyle choices 
that significantly alter the risk of cardiovascular disease. 
Understanding how different domains of the environment, 
individually and collectively, affect cardiovascular disease risk 
can lead to better assessment of the disease and help develop 
new prevention and treatment strategies to limit heart disease.[47]

The Z‑Alizadeh Sani dataset was the most widely used dataset 
among the studies with a frequency of 50%. The Z‑Alizadeh 
Sani dataset contains the records of 303 patients, each of 
whom has 54 features. These features are categorized into four 
groups: Demographics, symptoms and examination, ECG, and 
laboratory features and echoes. The Z‑Alizadeh Sani dataset 
is made up of information provided by 303 random visitors 

to the Shahid Rajaei Cardiovascular, Medical and Research 
Center. 216 samples had coronary heart disease and the rest 
were healthy.[29] One of the important features of this data set 
is the absence of missing values.[48]

The second most widely used dataset among studies with 
a frequency of 25% was the Cleveland Heart dataset. The 
Cleveland dataset contains information on the diagnosis of 
heart disease. Data were collected from the Cleveland Clinic 
Foundation and are available in the UCI Machine Learning 
Repository. This dataset contains 303 data samples, of which 
only six samples have missing values. Each sample is classified 
into one of two groups of patients with coronary heart disease 
and healthy.[23,49]

SVM data mining technique has been most used in predicting 
coronary heart disease and has been able to achieve the best 

Table 4: Frequency of best performing data mining techniques in terms of sensitivity, accuracy, specificity, and area 
under the curve

Technique Frequency of best 
sensitivity performance

Frequency of best 
accuracy performance

Frequency of best 
specificity performance

Frequency of best 
AUC performance

KNN 2 2 2 2
SVM 3 4 3 2
Random forest 2 2 2 2
Naïve Bayes 4 4 4 1
PSO 2 3 2 ‑
Random trees ‑ ‑ ‑ 1
C5.0 ‑ ‑ ‑ 1
CHAID ‑ ‑ ‑ 1
NN 2 3 2 ‑
LDA 1 1 1 ‑
SMO 3 3 3 ‑
Bagging 1 1 1 ‑
ANN 1 1 ‑ ‑
C4.5 1 1 2 ‑
J48 ‑ ‑ 1 ‑
BF tree ‑ ‑ 1 ‑
REP tree ‑ ‑ 1 ‑
Naive Bayes Tree ‑ ‑ 1 ‑
VPRS 1 1 1 ‑
RIPPER 1 1 1 ‑
HCFI ‑ ‑ ‑ ‑
NAFCP ‑ ‑ ‑ ‑
PredictiveApriori ‑ ‑ ‑
MLR ‑ ‑ 1 ‑
FURIA ‑ ‑ 1 ‑
Ensemble 2 2 2 1
LR 1 1 1 1
CART 1 1 ‑ 1
RBF 1 1 ‑ 1
SOFM 1 1 ‑ 1
LR: Logistic regression, KNN: K‑nearest neighbor, SVM: Support vector machine, PSO: Particle swarm optimization, NN: Neural network, LDA: Linear 
discriminant analysis, ANN: Artificial NN, MLR: Multinomial LR, AUC: Area under the curve, CHAID: Chi‑square Automatic Interaction Detection  SMO 
: Sequential Minimal Optimization, VPRS: Variable Precision Rough Set, HCFI: Hash table based Closed Frequent Itemsets, NAFCP: N‑listbased algorithm 
for mining FCPs (Frequent closed patterns), FURIA: Fuzzy Unordered Rule Induction Algorithm, RBF: Radial Basis Function, SOFM: Self‑Organizing 
Feature Map
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performance in 50% of cases. The SVM technique has shown 
its efficiency in many pattern recognition techniques.[50] 
This technique has a good ability to generalize hidden test 
data. Therefore, it can perform well in the field of survival 
detection, where hidden test data are important.[51] The neural 
network technique has been used 3 times in studies but has 
had the best performance in all three times. This is due to the 
flexibility of this technique, considering that this technique 
is multi‑layered and is based on the neuron processing unit. 
Therefore, since neurons have high flexibility, they can 
apply this flexibility in different layers of neural network 
technique.[52] The naïve Bayes technique has performed best 
in all four studies. This technique is a probabilistic technique 
and has similarities with the linear regression technique, so 
it can somehow find the relationship between each variable 
and the target variable.[53]

Accuracy criterion with 80% frequency has been the most 
used among the studied criteria. This criterion is one of the 
most common quality evaluation criteria in data mining.[54] 
Sensitivity and specificity are the second criteria used with 
65% frequency. These two criteria are always used together.[55] 
The sensitivity criterion corresponds to the recall criterion, 
which is one of the basic criteria in data mining.[56] Usually, 
these medical data have no formal structure and are in fact 
heterogeneous. Therefore, compliance with the above criteria 
with the characteristics of medical data is one of the reasons 
for their selection.[57] The criterion of the area under the curve 
has the lowest and has been used in only 20% of studies.

conclusIon

Techniques such as SVM and neural network performed better 
than other techniques. These techniques are mostly used for the 
field of health and are used in various fields. The use of these 
techniques can provide a good basis for clinicians in the field of 
cardiology to evaluate the characteristics of different patients at a 
lower cost so that they can increase the risk of prediction coronary 
heart disease in patients The output of these techniques can then 
be used as a decision support system so that clinicians can enter 
various risk factors such as age, blood pressure, gender, diabetes, 
and chest pain. They can view the output from the system and 
make the appropriate decision based on the output from the 
system. In fact, in these systems, with a retrospective approach, 
better decisions can be made in the future. Of course, there is 
a point that one technique may work well for one disease and 
not work well for another. Data mining specialists can suggest 
the best technique for these systems through numerous studies.
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